
INDIAN JOURNAL OF
LEGAL REVIEW

VOLUME 4 AND ISSUE 1 OF 2024

INSTITUTE OF LEGAL EDUCATION



 
 
 

 

INDIAN JOURNAL OF LEGAL REVIEW  

APIS – 3920 – 0001 | ISSN - 2583-2344 

(Free and Open Access Journal) 

Journal’s Home Page – https://ijlr.iledu.in/ 

Journal’s Editorial Page - https://ijlr.iledu.in/editorial-board/  

Volume 4 and Issue 1 of 2024 (Access Full Issue on - https://ijlr.iledu.in/volume-4-
and-issue-1-of-2024/) 

Publisher 

Prasanna S, 

Chairman of Institute of Legal Education (Established by I.L.E. Educational Trust) 

No. 08, Arul Nagar, Seera Thoppu, 

Maudhanda Kurichi, Srirangam, 

Tiruchirappalli – 620102 

Phone : +91 94896 71437 - info@iledu.in / Chairman@iledu.in  

 

© Institute of Legal Education 

Copyright Disclaimer: All rights are reserve with Institute of Legal Education. No part of the 
material published on this website (Articles or Research Papers including those published 
in this journal) may be reproduced, distributed, or transmitted in any form or by any 
means, including photocopying, recording, or other electronic or mechanical methods, 
without the prior written permission of the publisher. For more details refer 
https://ijlr.iledu.in/terms-and-condition/  

https://ijlr.iledu.in/
https://ijlr.iledu.in/editorial-board/
https://ijlr.iledu.in/volume-4-and-issue-1-of-2024/
https://ijlr.iledu.in/volume-4-and-issue-1-of-2024/
mailto:info@iledu.in
mailto:Chairman@iledu.in
https://ijlr.iledu.in/terms-and-condition/


 

 

553 | P a g e                    J o u r n a l  H o m e  P a g e  –  h t t p s : / / i j l r . i l e d u . i n /   

INDIAN JOURNAL OF LEGAL REVIEW [IJLR – IF SCORE – 7.58] 

VOLUME 4 AND ISSUE 1 OF 2024  

APIS – 3920 - 0001 (and)   ISSN - 2583-2344 

Published by 

Institute of Legal Education 

https://iledu.in 

 

THE LOOMING SHADOW OF DEEPFAKES: A LEGAL CHALLENGE FOR INDIA 

AUTHOR - H. B. HRUSHIKESH KATTEMANE, STUDENT AT CHRIST UNIVERSITY, CENTRAL CAMPUS, BANGALORE 

BEST CITATION – H. B. HRUSHIKESH KATTEMANE, THE LOOMING SHADOW OF DEEPFAKES: A LEGAL 
CHALLENGE FOR INDIA, INDIAN JOURNAL OF LEGAL REVIEW (IJLR), 4 (1) OF 2024, PG. 553-560, APIS – 3920 – 

0001 & ISSN - 2583-2344 

1. ABSTRACT 
Deepfakes, a portmanteau of "deep learning" and "fake," are synthetic media created using artificial 
intelligence (AI) that can manipulate audio and video to fabricate realistic scenarios. This technology 
raises significant legal concerns in India, a country grappling with issues of misinformation, privacy 
violations, and potential misuse for malicious purposes. This research paper examines the growing 
concern of deepfake technology in India. 

The paper explores the technical aspects of deepfakes, highlighting their creation process and 
potential for harm. It then delves into the existing legal framework in India to assess its adequacy in 
addressing deepfakes. The analysis focuses on relevant laws like the Information Technology Act, 
2000 (IT Act), the Indian Penal Code (IPC), and the Right to Privacy judgment. The paper identifies 
gaps and limitations in the current legal framework regarding deepfake regulation. 

Furthermore, the paper explores potential legal ramifications of deepfakes in India. It examines the 
impact on individual rights, including the right to reputation, privacy, and freedom of expression. The 
paper also analyses the potential misuse of deepfakes for criminal activities like fraud, defamation, 
and political manipulation. 

To strengthen the legal landscape, the paper examines international legal frameworks like California's 
Deepfake Law and France's Avia Law, drawing insights for potential legislative amendments and 
specific regulations in India. The paper then delves into the potential legal ramifications of deepfakes, 
analysing their impact on fundamental rights like reputation and privacy. It explores how deepfakes 
can be weaponized for defamation, privacy violations, and even facilitate financial fraud and social 
disruption. Drawing on international legal frameworks and ongoing debates, the paper proposes 
recommendations for strengthening the legal landscape in India. It suggests legislative amendments, 
the development of specific regulations for deepfakes, and increased awareness and education for 
both the public and law enforcement agencies. 

The paper concludes by emphasizing the urgency of addressing deepfakes. It argues for a balanced 
approach that safeguards individual rights while mitigating the potential harms associated with this 
evolving technology. This research aims to contribute to the ongoing discourse on regulating 
deepfakes in India, paving the way for a more secure and responsible digital future. 

Keywords: Deepfakes, Artificial Intelligence, Misinformation, Privacy, Legal Challenges 

 

2. INTRODUCTION 
The digital age has ushered in a new era of 
communication and creativity. Information 
travels at lightning speed, connecting people 
across continents in real-time. However, this 
interconnectedness also presents new 
challenges. One such challenge is the rise of 

deepfakes, a term coined by combining "deep 
learning" and "fake." Deepfakes leverage the 
power of artificial intelligence (AI) to manipulate 
audio and video recordings, creating hyper-
realistic fabrications that can be virtually 
indistinguishable from reality. While deepfakes 
hold immense potential for entertainment, 
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satire, and artistic expression, their misuse 
poses significant legal concerns, particularly in 
a country like India. 

India, with its vast and diverse population, is 
particularly vulnerable to the negative impacts 
of deepfakes. The country has a long history of 
grappling with misinformation and 
propaganda, often disseminated through 
traditional media channels. The advent of 
deepfakes adds a new and potentially more 
insidious layer to this challenge. Deepfakes can 
be weaponized to spread false information and 
propaganda with unprecedented ease, 
potentially swaying public opinion, influencing 
elections, and eroding trust in institutions. 

The ability to manipulate audio and video so 
convincingly raises significant ethical and legal 
questions. Deepfakes can be used to: 

 Violate individual privacy: Deepfakes can 
be created using stolen or leaked personal 
recordings, exposing individuals to unwanted 
scrutiny and potentially causing emotional 
distress. Malicious actors could use deepfakes 
to fabricate compromising situations involving 
a person, damaging their reputation and 
potentially leading to career or social 
repercussions. 

 Undermine freedom of expression: The 
potential for deepfakes to be used for malicious 
purposes can lead to a chilling effect on 
legitimate freedom of expression. Fear of being 
targeted by deepfakes could discourage 
individuals from expressing critical opinions or 
engaging in public discourse. 

 Disrupt social and political stability: 
Deepfakes can be used to stoke social unrest, 
incite violence, and undermine trust in 
democratic processes. Malicious actors could 
use deepfakes to fabricate inflammatory 
speeches or fake news items, exacerbating 
existing social tensions. 

 Facilitate financial crimes: Deepfakes 
could be used to impersonate individuals in 
online transactions, facilitating financial fraud 
and identity theft. The ability to convincingly 

mimic a person's voice and appearance could 
make it easier for criminals to deceive victims 
and steal money. 

The potential harms associated with deepfakes 
necessitate a robust legal framework to 
regulate this technology. However, India 
currently lacks a dedicated legal framework to 
address deepfakes. Several existing laws might 
be applicable, but they were not drafted with 
this technology in mind and may not be 
comprehensive enough. This research paper 
examines the legal landscape in India and 
explores the gaps and limitations in the current 
framework. Additionally, the paper draws 
insights from international approaches to 
regulating deepfakes, proposing 
recommendations for strengthening the legal 
landscape in India. 

Understanding the technical aspects of 
deepfakes is crucial for analysing the legal 
challenges they pose. The following section will 
delve into the creation process of deepfakes, 
highlighting their sophistication and the 
evolving nature of this technology. This will be 
followed by a detailed examination of the 
existing legal framework in India, focusing on 
relevant laws and their potential application to 
deepfakes. The paper will then identify the gaps 
and limitations in the current framework, paving 
the way for a discussion on potential legal 
ramifications of deepfakes in India. Finally, the 
paper will propose recommendations for a 
comprehensive approach to regulating 
deepfakes in India, advocating for legislative 
reform, increased public awareness, and robust 
enforcement mechanisms. 

By critically analysing the legal challenges 
posed by deepfakes in India, this research 
paper aims to contribute to the ongoing 
discourse on regulating this technology. A 
balanced approach that safeguards individual 
rights while mitigating the potential dangers of 
deepfakes is essential for ensuring a more 
secure and responsible digital future for India. 
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3. THE TECHNOLOGY AND ITS NUANCES 
Deepfakes are created using a type of AI known 
as deep learning. Deep learning algorithms are 
trained on massive amounts of audio and video 
data sets, allowing them to identify patterns 
and replicate them with remarkable accuracy. 
In the context of deepfakes, the AI analyses real 
recordings of a person to learn their facial 
expressions, speech patterns, and mannerisms. 
This information is then used to synthesize new 
content featuring the target person in situations 
they never experienced. The sophistication of 
deepfakes has increased dramatically, often 
making them indistinguishable from reality for 
the untrained eye. 

The legal challenges posed by deepfakes raise 
questions that touch upon fundamental legal 
theories and principles. Here, we will explore 
how the ideas of various legal philosophers and 
jurists can inform our understanding of 
deepfakes and their legal implications. 

Natural Law Theory 

Legal philosophers like John Locke and Thomas 
Hobbes believed in a universal moral law 
inherent in nature. Deepfakes can be seen as a 
violation of this natural law by infringing on an 
individual's right to the truth and control over 
their own image. 

Utilitarianism 

Jeremy Bentham and John Stuart Mill argued 
for laws that maximize overall happiness. 
Deepfakes, if used maliciously, can cause 
significant harm to individuals and society. A 
utilitarian approach would advocate for 
regulations that minimize this harm. 

Social Contract Theory 

Thomas Hobbes and John Locke posit that 
individuals surrender some liberties in exchange 
for protection from the state. Deepfakes 
challenge this social contract by creating a 
virtual reality where truth becomes elusive, 
potentially undermining the state's ability to 
ensure order and security. 

These legal theories highlight the ethical and 
societal concerns surrounding deepfakes. 
However, translating these concerns into 
actionable legal principles requires examining 
existing legal frameworks. 

4. THE CURRENT LEGAL LANDSCAPE IN INDIA 
India currently lacks a dedicated legal 
framework to address deepfakes. However, 
several existing laws can potentially be 
interpreted to apply to this technology: 

4.1. The Information Technology Act, 2000 
(IT Act): 
o Section 65 (Forgery): This section 
criminalizes the creation or dissemination of 
electronic records containing false information 
with intent to cause damage or harm. 
Deepfakes used for malicious purposes could 
potentially fall under this provision. 

o Section 292 (Obscene content): 
This section prohibits the publication or 
transmission of obscene content. While the 
definition of "obscene" can be debated, 
deepfakes depicting nudity or sexually 
suggestive content could be considered 
violations. 

4.2. The Indian Penal Code (IPC): 
o Section 499 (Defamation): Deepfakes 
used to fabricate defamatory content about an 
individual could violate this section. 
o Section 419 (Cheating): If deepfakes are 
used to impersonate someone for financial 
gain, it could be considered cheating under this 
section. 
o Section 170 (Personating a public 
servant): Deepfakes used to impersonate a 
public official could be an offense under this 
section. 
4.3. The Right to Privacy Judgment (2017) 
The Supreme Court recognized the right to 
privacy as a fundamental right. Deepfakes that 
violate an individual's privacy by using their 
image or voice without consent could 
potentially be challenged under this judgment. 

5. THE LACUNAE IN EXISTING LAWS 

https://ijlr.iledu.in/
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While India possesses a legal framework with 
potential applicability to deepfakes, significant 
gaps and limitations exist. Here's a deeper 
exploration of these lacunae: 

Lack of Specificity: Existing laws like the IT Act 
and IPC were drafted well before the 
emergence of deepfakes. These laws address 
broader concepts like "forgery" (Section 65, IT 
Act) or "defamation" (Section 499, IPC). Applying 
these provisions to the nuanced world of 
deepfakes requires significant interpretation, 
potentially leading to inconsistencies and 
unpredictable legal outcomes. 

Ambiguity in Interpretation: Terms like 
"obscene content" (Section 292, IT Act) or 
"causing damage" (Section 65, IT Act) require 
further definition in the context of deepfakes. 
Courts will need to grapple with questions like 
the level of harm caused by a specific deepfake 
and the intent behind its creation. This 
ambiguity can create uncertainty for both 
creators and potential victims of deepfakes. 

Difficulty in Establishing Intent: Malicious intent 
is often a key element in offenses like 
defamation or cheating. However, proving the 
intent behind a deepfake can be challenging. 
Deepfakes can be easily shared anonymously 
online, making it difficult to identify the creator 
and their motivations. This can hamper law 
enforcement efforts and potentially discourage 
victims from pursuing legal action. 

Challenges in Attribution: Deepfakes are often 
created using readily available software and 
online tools. Attributing the creation of a 
deepfake to a specific individual can be 
complex, especially if the creator has taken 
steps to hide their identity online. This makes it 
difficult to hold them accountable for the 
consequences of their actions. 

Existing laws primarily focus on the content of 
the deepfake itself (e.g., defamatory content) 
rather than the process of its creation. This 
leaves a loophole, as the creation and 
dissemination of deepfakes, even without 
immediate harmful content, could be a 

violation of privacy or a threat to national 
security. 

Here are a few examples of the consequences 
arising out of the lacunae: 

A deepfake is created that depicts a politician 
making controversial statements. While the 
content may not be demonstrably false, it could 
still damage the politician's reputation. Existing 
defamation laws might struggle to address this 
scenario due to the ambiguity of "causing 
damage" or the difficulty of proving malice. 

A deepfake is created using a stolen recording 
of a private citizen. This deepfake may not be 
explicitly defamatory or obscene, but it still 
violates the individual's privacy. The existing 
legal framework might not adequately address 
this unauthorized use of a person's image or 
voice. 

The Need for Comprehensive Legislation: 

These lacunae highlight the need for dedicated 
legislation specifically addressing deepfakes. 
This legislation should provide a clear and 
concise definition of deepfakes, encompassing 
various creation methods and potential uses, 
specify different forms of deepfake misuse, 
including defamation, privacy violations, and 
national security threats, establish clear and 
proportionate penalties for different categories 
of deepfake misuse also while focusing on 
malicious deepfakes, consider establishing a 
framework for addressing unintentionally 
harmful deepfakes as well. 

By addressing these lacunae and enacting 
dedicated legislation, India can strengthen its 
legal framework and be better equipped to 
navigate the complex legal challenges posed 
by deepfakes. 

6. INTERNATIONAL LEGISLATIONS 
The legal challenges of deepfakes are not 
unique to India. Several countries are actively 
grappling with this evolving technology and 
exploring legislative and regulatory frameworks. 
Here's a closer look at some prominent 
international approaches: 

https://ijlr.iledu.in/
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6.1. United States of America 
California Deepfake Law (2019): This law takes 
a targeted approach, focusing on deepfakes 
used in political campaigns. It requires the 
labeling of deepfakes to ensure transparency 
and prevent the spread of misinformation 
during elections. This law represents an initial 
step in regulating deepfakes but doesn't 
address broader concerns like privacy 
violations or financial fraud. 

6.2. France 
Avia Law (2020): France's Avia Law takes a 
broader approach, focusing on online content 
with harmful content. It empowers victims of 
deepfakes to seek a court order for their 
removal. This approach prioritizes protecting 
individual rights from malicious deepfakes but 
might face challenges in defining the threshold 
of harm and balancing freedom of expression 
concerns. 

6.3. Singapore 
Online Safety Bill (Proposed): Singapore's 
proposed Online Safety Bill takes a more 
restrictive approach. It criminalizes the creation 
and distribution of deepfakes with malicious 
intent. While this offers a potentially robust 
solution, concerns arise regarding potential 
censorship and the potential for misuse by the 
government. 

6.4. European Union 
The Draft AI Act (2023): The European Union's 
draft AI Act addresses the broader risks 
associated with AI, including deepfakes. It 
emphasizes transparency and accountability 
from AI developers, requiring them to disclose 
the use of deepfake technology and conduct 
risk assessments. This approach focuses on 
proactive regulation but may lack specific 
enforcement mechanisms for deepfakes 
themselves. 

These international approaches offer valuable 
lessons for India. The California law exemplifies 
targeted regulation, while Singapore's proposed 
bill takes a broader approach. India can 
consider a balanced approach, addressing 
specific concerns like political misinformation 

while leaving room for legitimate uses of 
deepfakes. Balancing freedom of expression 
and individual rights like privacy is a critical 
consideration. France's approach highlights the 
need for legal frameworks to address this 
tension effectively. Distinguishing between 
malicious and non-malicious deepfakes is 
crucial. Laws like Singapore's proposed bill can 
be a reference point, focusing on regulating 
deepfakes created with the intent to harm. 
Transparency emerges as a common theme 
across various legal frameworks. India can 
consider requiring the labelling of deepfakes, 
particularly in political contexts, to empower 
citizens to critically evaluate information. 

The Need for International Collaboration: 

Deepfakes can be easily created and 
disseminated across borders. This necessitates 
international collaboration to develop a 
coordinated approach to regulation. 

Global cooperation can facilitate the 
harmonization of legal standards for regulating 
deepfakes. This will ensure a level playing field 
and prevent countries from becoming havens 
for malicious deepfake creators. 

Collaboration between law enforcement 
agencies across countries is crucial for 
investigating deepfake-related crimes. Sharing 
information about deepfake creation 
techniques and identifying bad actors can 
enhance global efforts to combat this threat. 

Open dialogue between governments, 
technology companies, civil society 
organizations, and legal experts on a global 
scale is essential. This collaboration can foster 
the development of effective and ethical 
frameworks for regulating deepfakes in the 
digital age. 

By examining the international landscape and 
fostering international collaboration, India can 
learn from the experiences of other countries 
and develop a more comprehensive legal 
framework for regulating deepfakes in a 
globalized world. 

https://ijlr.iledu.in/
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7. CASES/INSTANCES RELATING TO 
DEEPFAKES IN INDIA 
Unfortunately, due to the relatively new nature 
of deepfakes and the evolving legal landscape 
in India, there are currently no reported 
landmark court cases specifically related to 
deepfakes. However, there have been instances 
of deepfakes circulating in India, and existing 
laws have been used in attempts to address 
them. Here are some examples: 

In 2019, a deepfake video emerged online 
purporting to show a politician making 
inflammatory remarks. The video was widely 
shared on social media platforms, causing 
concern about the potential for misinformation 
campaigns. While no legal action was officially 
reported, this incident highlighted the potential 
dangers of deepfakes in the Indian political 
context. 

In 2020, a celebrity actress filed a complaint 
with the Mumbai Police after a morphed video 
of her surfaced online. The actress alleged that 
the video violated her privacy and could 
damage her reputation. This case highlights the 
potential for deepfakes to be used for 
harassment and privacy violations. 

These examples demonstrate the growing 
concern about deepfakes in India, even if there 
are no definitive legal precedents yet. As 
deepfake technology becomes more 
sophisticated and accessible, the potential for 
legal disputes is likely to increase. 

8. POTENTIAL LEGAL RAMIFICATIONS OF 
DEEPFAKES IN INDIA 
The misuse of deepfakes in India can have 
significant legal consequences, impacting both 
individual rights and national security. 

Deepfakes can be used to defame individuals, 
potentially leading to civil lawsuits seeking 
damages and compensation for reputational 
harm. The ease with which deepfakes can be 
created and disseminated online can 
exacerbate the spread of defamation and 
make it difficult for victims to restore their 
reputation. 

Deepfakes can violate an individual's right to 
privacy by using their image or voice without 
consent. This can cause emotional distress and 
potentially lead to social or professional 
repercussions. The unauthorized creation and 
dissemination of deepfakes can also be seen as 
a violation of an individual's right to control their 
own image. 

Deepfakes can be used to spread 
misinformation and propaganda, potentially 
stoking social unrest and undermining national 
security. Malicious actors could use deepfakes 
to fabricate inflammatory speeches or fake 
news items targeting specific communities, 
exacerbating existing social tensions. 

Deepfakes could be used to impersonate 
individuals in online transactions, facilitating 
financial fraud and identity theft. The ability to 
convincingly mimic a person's voice and 
appearance could make it easier for criminals 
to deceive victims and steal money. 

9. LEGAL THEORIES AND DEEPFAKES: A 
DEEPER DIVE 
The previous section briefly introduced legal 
theories in relation to deepfakes. Here, we delve 
deeper into how specific legal philosophies can 
inform our understanding of the legal 
challenges posed by this technology: 

John Rawls' Theory of Justice as Fairness  

This theory emphasizes the importance of 
fairness and equal protection under the law. 
Deepfakes can be seen as a violation of this 
principle by creating an uneven playing field 
where individuals can be targeted with 
malicious content without their knowledge or 
consent. 

Legal Positivism 

Positivists like H.L.A. Hart argue that law is a 
distinct system of rules independent of morality. 
However, legal positivism can struggle to 
address emerging technologies like deepfakes 
that raise ethical concerns not explicitly codified 
in existing laws. 
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Feminist Jurisprudence 

Feminist legal scholars highlight the potential 
for deepfakes to disproportionately impact 
women. Deepfakes could be used to create 
deepfakes of women in compromising 
situations, perpetuating gender stereotypes 
and harassment. 

Examining deepfakes through the lens of these 
legal theories underscores the multifaceted 
nature of the legal challenges they pose. 

Multi-Stakeholder Approach: Collaboration 
between the government, technology 
companies, civil society organizations, and legal 
experts is essential to develop a comprehensive 
approach to regulating deepfakes. This includes 
exploring technological solutions for deepfake 
detection and establishing ethical guidelines for 
AI development. 

10. CHALLENGES IN IMPLEMENTATION 
Implementing these recommendations will 
require addressing several challenges: 

Balancing Rights: Striking a balance between 
freedom of expression and the right to privacy 
in the context of deepfakes remains a delicate 
task. Legislation should be carefully crafted to 
ensure it does not stifle legitimate creative 
expression. 

Technological Challenges: Deepfake 
technology is constantly evolving. The legal 
framework needs to be adaptable enough to 
address new and emerging forms of deepfakes. 
Developing robust deepfake detection 
techniques is also crucial for effective 
enforcement. 

International Cooperation: Deepfakes can be 
easily created and disseminated across 
borders. India needs to collaborate with other 
countries to develop international legal 
frameworks and standards for regulating 
deepfakes. 

11. CONCLUSION 
Deepfakes pose a significant challenge to the 
legal system in India. The ability to manipulate 
audio and video recordings with such ease 

raises complex legal and ethical questions. 
While existing laws can potentially be 
interpreted to address some aspects of 
deepfakes, they lack the necessary specificity 
and comprehensiveness. 

This research paper explored the legal theories, 
existing legal framework, potential legal 
ramifications, and international approaches to 
regulating deepfakes. Drawing on these 
insights, the paper proposes recommendations 
for strengthening the legal landscape in India. 
Addressing the challenges in implementation 
through a multi-stakeholder approach is crucial 
for ensuring a secure and responsible digital 
future where individual rights are protected, and 
technology is used for positive purposes. 

By promoting public awareness, fostering 
international collaboration, and continually 
adapting the legal framework, India can 
navigate this complex legal labyrinth and 
ensure that deepfakes do not undermine the 
fundamental principles of a democratic society. 
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